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During summer 2020, the world saw first-hand a 
horrific example of  how Black individuals’ experi-
ences with discrimination can turn deadly when 
46-year-old George Floyd—a Black man—was 
unjustly killed by a White police officer. This cata-
lyzed “the Summer of  Racial Reckoning,” in which 
millions protested the unjust killings of  Black peo-
ple across the United States. Floyd’s death is just 
one of  many instances of  an unarmed Black per-
son being killed by police in the United States, 
highlighting the corrupt nature of  the policing sys-
tem and the enduring presence of  systemic racism 

embedded within it. Despite this characterization 
and the well-documented police brutality that 
Black Americans have faced for decades, there is a 
prevailing belief  that police brutality is due to just 
a few “bad” cops (Rucker & Richeson, 2021a). 
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Abstract
Social psychological research has used strategies to increase recognition of and motivation to combat 
personal or systemic bias, but with little attention to whether single strategies might influence both 
personal and systemic outcomes. We investigated whether single strategies are effective in both bias 
domains and potential underlying mechanisms. Across two experiments, non-Black participants were 
exposed to information concerning (a) their personal racial biases, (b) multiple Black individuals’ 
discrimination experiences across institutional contexts, or (c) race-unrelated information (control 
condition). Discrimination experiences exposure (vs. control) increased recognition of systemic bias 
and motivation to combat both systemic and personal bias (Studies 1 and 2), and we found statistical 
support for empathy as a mediator (Study 2). In contrast, strategies for highlighting personal bias 
had weaker effects on personal bias outcomes and no effects on systemic bias outcomes. We discuss 
theoretical and practical implications of discrimination experiences exposure for combatting systemic 
and personal bias.
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Indeed, a recent survey revealed that most 
Americans believe that individual sources of  rac-
ism are a bigger problem than systemic sources 
(Pew Research Center, 2016).

Reducing racism requires that it be acknowl-
edged and combatted not only within individuals 
but also at the systemic level (Rucker & Richeson, 
2021a, 2021b). Social psychology has a robust 
literature and a long tradition of  investigating 
strategies to increase people’s recognition of  and 
motivation to combat their own personal bias 
(e.g., Devine, 1989; Lai et  al., 2014; Miles & 
Crisp, 2014; Monteith, 1993; Pettigrew, 1998). 
Only more recently has some research investi-
gated strategies to increase people’s recognition 
of  and motivation to combat systemic bias (e.g., 
Bonam et al., 2019; Nelson et al., 2013). In addi-
tion, prior research has investigated either per-
sonal or systemic bias in separate empirical 
pursuits, without examining whether a common 
strategy can be used to increase awareness of  
and motivation to combat both manifestations 
of  bias. We investigated whether two bias reduc-
tion strategies could independently and effec-
tively increase people’s recognition of  and 
motivation to combat both their own personal 
bias and systemic bias.

Defining Systemic and Personal 
Bias
Systemic bias encompasses written and unwritten 
laws, practices, and procedures in society’s struc-
tures and institutions that lead to group-based 
disparities (Feagin, 2014). For example, before 
the 1968 Fair Housing Act in the United States, 
many federal and local housing policies involved 
inequitable land use that resulted in racial and 
economic segregation in American cities today 
(Massey & Rugh, 2017). Individuals, as actors 
who may consciously or unconsciously engage in 
actions that reflect, reinforce and perpetuate bias, 
collectively contribute to systemic bias (Banaji 
et al., 2021; Henry, 2010; Payne & Hannay, 2021). 
We contrast systemic bias with personal bias, 
meaning one’s own biased attitudes, beliefs, feel-
ings, thoughts, and behaviors. Personal biases 

may be explicit (e.g., involving deliberate activa-
tion and application) or implicit (e.g., involving 
less cognitive capacity and intention) (Gawronski 
& Bodenhausen, 2006; Greenwald & Banaji, 
1995). The present research focuses on less inten-
tional bias, which is both pervasive and insidious 
(e.g., Banaji & Greenwald, 2013). Can the same 
strategies be used to increase recognition of  and 
motivation to combat both systemic and personal 
bias? Below, we consider what experiences may 
be useful for combatting each of  these biases 
individually, and whether they may also have 
crossover effects (i.e., affecting both systemic and 
personal bias outcomes).

Increasing Recognition of and 
Motivation to Combat Systemic 
Bias
Some research has examined strategies that may 
be useful for raising people’s recognition of  sys-
temic bias and motivation to combat it. One 
strategy involves the use of  educational interven-
tions. For instance, White students who initially 
learned about systemic racism (e.g., as embedded 
in cultural representations and housing policies) 
subsequently reported greater recognition of  
structural and institutional racism and endorse-
ment of  anti-racist policies, compared to students 
with no learning lesson or one about personality 
and prejudice (Adams et al., 2008; Bonam et al., 
2019, Study 2).

A second promising strategy involves expo-
sure to multiple disadvantaged group members’ 
experiences with discrimination. Carter and 
Murphy (2017) found that White participants 
were more likely to recognize the existence of  
racial inequality after learning about multiple 
Black individuals’ experiences with discrimina-
tion, compared to participants who learned about 
a single Black person’s experience of  discrimina-
tion. In other research, White participants who 
watched two videos of  actual incidents of  racial 
discrimination subsequently reported greater 
awareness of  their racial privilege, compared to 
control condition participants, which in turn  
predicted greater self-reported willingness to 
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participate in collective action behaviors (Uluğ & 
Tropp, 2021).

The current research merges knowledge 
acquisition and exposure to discrimination expe-
riences as a possible way to increase recognition 
of  and motivation to combat systemic bias. 
Specifically, non-Black American participants 
learned about multiple Black individuals’ experi-
ences with discrimination across various institu-
tional contexts (e.g., healthcare, education, 
policing). Exposure to different Black individu-
als’ experiences with discrimination provides 
consistency and consensus information, which 
reduces the possibility that discrimination can be 
attributed to idiosyncratic personal or situational 
factors (Carter & Murphy, 2017; Finlay & 
Stephan, 2000). Furthermore, learning about dis-
crimination experiences across various institu-
tional contexts highlights the ubiquity of  bias 
across multiple structures and systems within 
society. Finally, compelling narratives of  discrimi-
nation experiences of  bias can “transport” read-
ers into these experiences, creating empathy and 
bias recognition (Dix & Devine, 2024; Pietri 
et al., 2019). For instance, watching evocative vid-
eos of  gender bias elicited anger and empathy, 
which were associated with participants’ increased 
recognition that women are targets of  bias and 
their intentions to participate in actions to 
increase gender parity (Moss-Racusin et al., 2018).

Crossover to Personal Bias?
Will learning about multiple discrimination expe-
riences across institutional contexts increase rec-
ognition of  and motivation to combat personal 
bias? Perhaps not, because participants may not 
reflect inward to consider that they too may have 
racial biases and instead assume that forces out-
side themselves are responsible for racial bias 
(Adams et  al., 2008). On the other hand, when 
people learn about disadvantaged group mem-
bers’ experiences with discrimination, they often 
engage in perspective-taking and experience 
empathy, and this prompts a reduction on meas-
ures that tap into personal bias (e.g., implicit and 
explicit racial evaluations; see Todd & Galinsky, 

2014, for a review). Extrapolating, we reasoned 
that reading about multiple Black people’s experi-
ences with discrimination across institutional 
contexts may create empathy and prompt reflec-
tion on one’s own biases, increasing people’s rec-
ognition of  their personal bias and motivation to 
combat it.

Increasing Recognition of and 
Motivation to Combat Personal 
Bias
Personal prejudice in the form of  automatically 
activated biases that can influence people’s 
responses with little awareness and intention are 
commonplace (Eberhardt, 2020). Combatting 
these biases, which has been likened to a habit-
breaking process, requires becoming aware of  
and concerned about one’s biases and develop-
ing skills to identify, interrupt, and respond in 
non-biased ways (Burns et  al., 2017; Devine 
et al., 2012; Forscher et al., 2017; Monteith, 1993; 
Monteith et  al., 2002). Compared to explicit 
biases, people are held less accountable for biases 
of  which they are unaware and that are uninten-
tional (Daumeyer et al., 2019; Simon et al., 2019), 
which highlights the need to increase people’s 
recognition of  and motivation to combat per-
sonal implicit bias.

Completing the Implicit Association Test 
(IAT) (Greenwald et  al., 1998), a reaction time 
task that measures the ease with which various 
groups are associated with pleasant and unpleas-
ant concepts in the mind, may increase people’s 
recognition of  and motivation to combat their 
personal biases. Research points to the palpability 
of  racial bias during IAT completion (Monteith 
et  al., 2001). Furthermore, receiving IAT feed-
back about one’s performance can be useful 
under certain conditions. Specifically, Vitriol and 
Moskowitz (2021) found that providing White 
participants with IAT feedback indicating that 
they favor White over Black people increased 
participants’ acknowledgment of  their racial bias 
and commitment to egalitarianism – if  the feed-
back was accompanied by a brief  lesson on 
implicit bias. The IAT has also been used in the 
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“Prejudice Habit-Breaking Intervention” to help 
people learn about their biases (Cox & Devine, 
2019; Devine et al., 2012; Forscher et al., 2017). 
Given this literature, in Experiment 1 we used 
IAT feedback accompanied by a lesson on 
implicit bias as a strategy for increasing recogni-
tion of  and motivation to combat personal bias. 
Experiment 2 used an alternative procedure but 
with the same goal of  highlighting personal racial 
bias.

Crossover to Systemic Bias?
Will strategies for learning about personal racial 
bias have crossover effects, increasing recogni-
tion of  and motivation to combat systemic bias? 
Perhaps not, given that various motivational, edu-
cational, and experiential factors encourage the 
denial of  systemic bias (Rucker & Richeson, 
2021a). For instance, White people may be moti-
vated to deny systemic bias because acknowledg-
ing its existence threatens their perception that 
society is fair and just (Pratto et  al., 2006). 
However, with increased insight into their own 
biases, people may become more open to consid-
ering that bias is problematic beyond themselves 
and rooted in culture, policies, institutions, and in 
other systemic ways. Thus, a strategy that high-
lights people’s personal bias may stimulate recog-
nition of  and motivation to combat systemic bias.

The Current Research
Experiment 1 tested whether two different strate-
gies increased recognition of  and motivation to 
combat both personal and systemic bias. We 
aimed to highlight either the pervasive discrimi-
nation that Black people experience across  
multiple institutional contexts or to highlight par-
ticipants’ own propensity for responding in 
biased ways and compare each of  these condi-
tions to a control condition. These strategies dif-
fer by focusing participants either on others’ bias 
experiences or on their own biases. Although the 
experimental conditions differed in a variety of  
other ways, making their direct comparison less 

informative than their respective comparisons 
with the control condition, understanding the 
potential impact of  these strategies on systemic 
and personal bias outcomes—relative to the con-
trol condition—is important.

We expected a strategy that involved learning 
about Black people’s experiences with discrimi-
nation across institutional contexts to heighten 
non-Black participants’ self-reported recognition 
of  and motivation to combat systemic bias, com-
pared to a no-strategy control condition. We 
expected a strategy that involved learning about 
one’s personal racial bias to elicit greater recogni-
tion of  and motivation to combat personal bias, 
relative to the control condition. However, could 
a single strategy influence both systemic and per-
sonal bias outcomes? We tested crossover 
hypotheses that (a) exposure to Black people’s 
experiences with discrimination would cause 
greater agreement with personal bias measures, 
and (b) highlighting participants’ personal prone-
ness to bias would cause greater agreement with 
systemic bias measures. Experiment 2 provided a 
replication.

In addition, Experiment 1 assessed negative 
self- and other-directed affect as exploratory 
measures. Typically, procedures designed to high-
light personal bias activate negative self-directed 
affect, especially among individuals who are 
internally motivated to be egalitarian (e.g., Burns 
et al., 2017; Monteith & Voils, 1998). We assessed 
negative other-directed affect with the idea that 
reading about discrimination experience would 
activate this emotional response (Borders  
& Wiley, 2020; Moss-Racusin et  al., 2018). 
Experiment 2 again assessed negative self-
directed affect, and negative feelings toward oth-
ers were captured within a broader measure of  
empathy. This allowed us to examine the poten-
tial mediating role of  empathy in explaining the 
effects of  reading about discrimination experi-
ences on personal and systemic bias outcomes.

Of  note, our samples were majority White 
with no Black participants, but we did not 
exclude other racially marginalized groups from 
participation or analyses. Our rationale was that 
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we did not have a strong theoretical basis for 
such exclusion. On the one hand, exposure to 
Black people’s discrimination experiences might 
evoke solidarity among non-Black racial minority 
participants if, for instance, they perceive com-
monalities with their own discrimination experi-
ences (Craig & Richeson, 2012). This could 
result in greater recognition and motivation to 
combat bias among non-Black racial minorities 
than White participants. On the other hand, soli-
darity is not a default reaction to other people’s 
discrimination experiences (Craig & Richeson, 
2016); it requires fostering by, for example, con-
ditions that underscore commonalities across 
marginalized group members’ experiences 
(Cortland et  al., 2017) – conditions that our 
research did not establish. In addition, we had no 
theoretical reason to expect differences between 
White and non-Black racial minority participants 
when examining the effects of  learning about 
personal biases toward Black people. Thus, we 
retained non-Black racial minority participants in 
analyses. However, in the supplemental online 
materials (SOM) we report separate analyses for 
White and non-Black racial minority participants 
and an integrative data analysis (Curran & 
Hussong, 2009) across experiments that include 
race as a factor, and we do not find evidence of  
systematic race effects.

We report how sample sizes were determined, 
and all data exclusions, manipulations, and meas-
ures. Preregistrations can be found at https://
osf.io/pgy69 (Study 1), https://osf.io/62tsw 
(Study 2). All data, analysis code, research mate-
rials, and supplemental online materials (SOM) 
are available at https://osf.io/425gu/. Instances 
in which analyses depart from preregistrations 
are noted in the Results sections.

Experiment 1

Method
Design and participants.  Participants were ran-
domly assigned to one of three conditions in a 
single-factor between-participants design.1 Data 

were collected during March 2021 from 528 non-
Black undergraduate students at a large midwest-
ern university in the United States. Participants 
received partial course credit. We removed three 
participants who were 17 years old. After prereg-
istered exclusions (26 did not provide post-ses-
sion consent; 23 failed attention or comprehension 
checks; four multivariate outliers; eight did not 
believe the cover story), 464 participants remained 
for analyses (Mage = 19.30, SDage = 1.17; 251 men, 
204 women, four nonbinary, five specified 
another identity; 321 White, 98 Asian or Asian 
American, 25 Hispanic or Latino/a, five Middle 
Eastern Arab or non-Arab, one Native American, 
14 specified more than one of these races). A sen-
sitivity analysis indicated that our sample size 
provided 80% power to detect an effect size of 
f = 0.14 with α = .05.

Procedure.  Participants completed the study 
online, which was programmed in Qualtrics, and 
were informed that it concerned “attitudes and 
motivations” related to Black Americans. Partici-
pants were randomly assigned to one of  three 
strategy conditions:

IAT.  Participants completed the Black-White 
racial IAT (Greenwald et al., 1998) including five 
practice blocks with 20 trials each and two criti-
cal blocks with 40 trials each. The critical blocks 
involved (1) pairing faces of  Black males with 
“bad” words (e.g., horrible, evil) and faces of  
White males with “good” words (e.g., wonderful, 
beautiful), and (2) completing the reverse pairings 
(i.e., Black—good; White—bad).

Afterward, participants received feedback 
indicating that they showed a preference for 
White people over Black people. Then, they read 
an explanation of  implicit bias that included the 
following themes: (1) how the IAT can reveal an 
automatic preference for White people over 
Black people; (2) the distinction between explicit 
and implicit bias; (3) method factors (e.g., block 
order) do not play a significant role; (4) people 
who consciously harbor no bias can have implicit 
bias due to cultural stereotypes and socialization; 

https://osf.io/pgy69
https://osf.io/pgy69
https://osf.io/62tsw
https://osf.io/425gu/
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and (5) implicit bias can influence judgments and 
behaviors, so it is important to become aware of  
our implicit biases to reduce their influence.

Discrimination experiences.  Participants read 
five vignettes describing different Black indi-
viduals’ experiences with discrimination across 
five institutional contexts: policing, healthcare, 
education, retail, and housing. Each vignette 
was 113–197 words and vividly described a 
Black person’s experience with discrimination, 
including how it made them feel. Participants 
were informed that the vignettes were written 
by Black Americans who had completed a previ-
ous study in our lab, although we had generated 
them. Participants answered two comprehen-
sion questions after reading each experience, 
and incorrect responses triggered a cautionary 
message to read more carefully.

Control condition.  Participants in the control 
condition rated their preferences for various con-
sumer goods (e.g., laundry detergent). They were 
presented with five products in turn, each accom-
panied by detailed descriptions of  two different 
brands, and indicated which brand they preferred.

Next, participants completed the dependent 
measures. They completed an affect measure fol-
lowed by a thought-listing task. Then, they com-
pleted measures relevant to personal bias and 
systemic bias in counterbalanced order. Finally, 
participants answered a suspicion probe item, 
were provided with debriefing information, and 
indicated whether they allowed the use of  their 
data given the deception used during the study.

Measures.  The measures and example items 
appear in Table 1. All measures were completed 
on a 1 (strongly disagree) to 9 (strongly agree) scale, 
except the affect measure, which used a 1 (strongly 
disagree) to 7 (strongly agree) scale.

Results
Reliabilities, descriptive statistics and intercorrela-
tions among measures are shown in Table 2. We 
tested the effect of  strategy on the dependent 

measures using one-way ANOVAs. Tukey’s HSD 
tests were used to compare conditions.

Personal and Systemic Bias
Means and standard deviations for personal and 
systemic bias measures as a function of  strategy 
are presented in Table 3.

Personal bias measures.  We found a significant main 
effect for strategy when predicting recognition of  
personal bias, F(2, 461) = 4.55, p = .011, ηp

2 = .02. 
As predicted, participants in the IAT condition 
recognized their personal bias more than partici-
pants in the control condition, p = .008, 95% CI 
[−1.05, −0.13]. Although participants who read 
about discrimination experiences reported some-
what greater recognition of  personal bias com-
pared to the control condition, the difference was 
not significant, p = .231.

The main effect for strategy was just short of  
significance when predicting motivation to com-
bat personal bias, F(2, 461) = 2.85, p = .059, 
ηp

2 = .01. Contrary to predictions, motivation to 
combat personal bias was comparable in the IAT 
and control conditions, p = .992. There was, how-
ever, a nonsignificant trend for participants in the 
discrimination experiences condition to report 
greater motivation to combat personal bias than 
participants in the control condition, p = .079. 
The IAT and discrimination experiences condi-
tions did not differ, p = .123.

In sum, we found partial support for the 
hypothesis that personal outcomes would be 
influenced in the IAT condition. Participants 
were more likely to recognize their personal bias 
in the IAT condition compared to the control 
condition; however, they did not report more 
motivation to combat it. We also found a non-
significant trend relevant to the crossover 
hypothesis, in that participants who read about 
discrimination experiences reported somewhat 
greater motivation to combat their personal bias 
compared to control condition participants.

Systemic bias measures.  Contrary to predictions, 
strategy was not significantly related to recognition 
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of  systemic bias, p = .176. In contrast, the effect of  
strategy on motivation to combat systemic bias 
was significant, F(2, 461) = 4.71, p = .009, ηp

2 = .02. 
As expected, reading about discrimination experi-
ences prompted significantly greater motivation to 
combat systemic bias, compared to the control 
condition, p = .029, 95% CI [0.04, 0.84], and also 
compared to the IAT condition, p = .017, 95% CI 
[0.07, 0.91]. The IAT and control conditions did 
not differ, p = .954.

Contrary to predictions, strategy was not sig-
nificantly related to support for Black Lives 
Matter, p = .356. In retrospect, because the BLM 
movement was salient and drawing support from 
a majority of  Americans when our data were col-
lected (Parker et al., 2020), participants’ attitudes 
toward the movement may have been impervious 
to the experimental manipulation.

Finally, the effect of  strategy on support  
for policies that address racial inequality was 

Table 1.  Measures and example items, Experiment 1.

Personal bias measures

Recognition of personal bias (nine items; adapted 
from Hahn & Gawronski, 2019; Perry et al., 2015)

•  When talking to Black people, I may be 
unintentionally acting in a prejudiced way.

•  I recognize that stereotypes and unintentional biases 
could influence my behavior toward Black people.

Motivation to combat personal bias (six items) •  I am motivated to be on guard so that stereotypes 
do not affect my judgments of Black people.

•  I’m willing to learn more about my biases so that I 
can behave in non-prejudiced ways toward Black 
people.

   Systemic bias measures
Recognition of systemic bias (eight items; adapted 
from Adams et al., 2008; Henry & Sears, 2002; Shin 
et al., 2016)

•  I recognize that racism is embedded in the legal, 
educational, and economic systems within our 
society.

•  Structural and institutional racism in society (e.g., 
racist laws, policies, customs) are responsible for 
racial inequality.

Motivation to combat systemic bias (seven items; 
adapted from Rapa et al., 2020)

•  I am motivated to do what I can to correct social 
and economic inequality that disadvantages Black 
people.

•  I am willing to learn more about how systemic bias 
operates in society (e.g., in housing, education, 
healthcare) so that I can get involved with 
combatting it.

Support for Black Lives Matter (six items; adapted 
from Holt & Sweitzer, 2018) 

•  The BLM movement behaves in ways that are 
justifiable to obtain their goals.

•  The BLM movement has a positive set of goals.
Support for policies that address racial inequality 
(four items; Kaiser et al., 2009)

•  Efforts should be made to promote equal access to 
healthcare for minorities.

•  Affirmative action programs are still needed today.
  Exploratory measures
Affect (Monteith, 1993) •  Negative self-directed affect (negself; 10 items; e.g., 

guilt, disappointment with myself)
•  Negative other-directed affect (negother; four items; 

e.g., angry at others; irritated at others)
Thought-listing task •  Participants listed thoughts they had while 

completing their assigned experimental task.
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significant, F(2, 461) = 3.26, p = .039, ηp
2 = .01. 

Follow-up comparisons pointed to a trend for 
participants in the discrimination experiences 
condition to report greater policy support than 
other participants, with control versus discrimi-
nation experiences, p = .087, and discrimination 
experiences versus IAT, p = .057. The IAT and 
control conditions were comparable, p = .962.

In sum, the expectation that reading about 
Black people’s experiences with discrimination 
would stimulate recognition of  and motivation 
to combat systemic bias was partially supported. 
Recognition of  systemic bias was not greater, 
but participants’ motivation to combat system-
atic bias was, relative to the control (and IAT) 
conditions. Policy support was also influenced 

Table 2.  Means, standard deviations, and correlations among measures, Experiment 1.

α M SD 1 2 3 4 5 6 7 8

1. Recognition of 
personal bias

.87 4.39 1.73 -  

2. Motivation to 
combat personal 
bias

.87 7.19 1.48 .20*** -  

3. Recognition of 
systemic bias

.89 6.91 1.53 .19***  .64*** -  

4. Motivation to 
combat systemic 
bias

.88 6.61 1.54 .00 .71*** .71*** -  

5. Support for BLM .95 6.34 2.09 .07 .59*** .78*** .66*** -  
6. Policy support .84 6.96 1.57 .12** .66*** .74*** .69*** .67*** -  
7. Negself .95 2.48 1.49 .18*** .15*** .20*** .14** .14** .18*** -  
8. Negother .92 2.89 1.85 .04 .17*** .20*** .23*** .15** .20***  .38*** -

Note. All measures completed on 1–9 scales except affect, which was completed using a 1–7 scale. Negself = negative self-
directed affect; Negother = negative other-directed affect.
*p < .05 **p < .01 ***p < .001 (two-tailed) 

Table 3.  Means and standard deviations for personal and systemic bias measures as a function of strategy, 
Experiment 1.

Dependent variables Control IAT Discrimination  
experiences

Recognition of personal bias 4.10a
(1.75)

4.69b
(1.59)

4.41ab
(1.80)

Motivation to combat personal bias 7.07a
(1.56)

7.09a
(1.58)

7.42a
(1.27)

Recognition of systemic bias 6.84a
(1.57)

6.80a
(1.50)

7.10a
(1.50)

Motivation to combat systemic bias 6.48a
(1.59)

6.43a
(1.54)

6.91b
(1.46)

Support for BLM 6.37a
(2.07)

6.15a
(2.12)

6.49a
(2.08)

Policy support 6.86a
(1.65)

6.81a
(1.60)

7.23a
(1.44)

Note. For each dependent variable, means not sharing a subscript differ significantly, p < .05, according to Tukey’s HSD tests. 
All measures completed on 1–9 scales. 



Noland and Monteith	 9

by strategy, with trends for greater support in 
the discrimination experiences condition than in 
the other conditions. Finally, contrary to the 
crossover hypothesis, scores on all systemic bias 
measures were unaffected by receiving feedback 
about one’s own bias.

Exploratory measures
Negative self-directed affect (negself).  There was a 

significant strategy main effect, F(2, 460) = 48.76, 
p < .001, ηp

2 = .18. The full IAT experience 
(M = 3.37, SD = 1.71) elicited greater negself  
compared to the control (M = 1.86, SD = 1.27), 
p < .001, 95% CI [1.14, 1.87], and discrimination 
experiences (M = 2.32, SD = 1.06), p < .001, 95% 
CI [0.68, 1.42], conditions. The discrimination 
experiences condition also elicited greater feel-
ings of  negself  relative to the control condition, 
p = .008, 95% CI [0.10, 0.82].

Negative other-directed affect (negother).  There 
was a significant strategy main effect, F(2, 
460) = 218.33, p < .001, ηp

2 = .49. Reading about 
discrimination experiences (M = 4.67, SD = 1.76) 
elicited greater negother compared to the control 
(M = 1.68, SD = 0.98), p < .001, 95% CI [2.63, 
3.33], and IAT (M = 2.37, SD = 1.11), p < .001, 
95% CI [1.93, 2.66], conditions. The IAT condi-
tion also elicited greater negother relative to the 
control condition, p < .001, 95% CI [0.33, 1.04].

Thought-listing task.  We examined participants’ 
thoughts to determine whether they questioned 
the veracity of  study materials. Twenty-seven par-
ticipants questioned their IAT feedback (e.g., “I 
only missed 3 options on the test. I don’t get how 
I had an implicit bias”). Excluding these partici-
pants did not change the results.

Discussion
Experiment 1 provided some support for the 
hypothesis that exposure to multiple discrimination 
experiences across institutional contexts influences 
systemic bias outcomes: Compared to both the  
control and IAT conditions, reading about 

discrimination experiences caused significantly 
greater motivation to combat systemic bias, and a 
trend toward stronger support for policies to reduce 
systemic bias. We also found a trend consistent with 
the crossover hypothesis, with participants who 
read about discrimination experiences reporting 
greater motivation to combat their personal biases 
than control condition participants, although this 
comparison did not reach statistical significance. 
Note that, aside from recognition of  personal bias, 
overall agreement levels for personal and systemic 
bias outcomes were well above the scale midpoints. 
We considered that the proximity of  data collection 
(March 2021) to the “racial reckoning of  summer 
2020” and aftermath may have inflated favorable 
reporting on the racial measures and depressed the 
effects of  our experimental manipulation. Testing 
hypotheses again seemed prudent. Finally, Study 1 
revealed that participants were angered and irritated 
with others after reading about discrimination expe-
riences relative to undergoing the IAT procedure 
and a control strategy, which may suggest empathy 
for the targets of  discrimination – a possibility that 
we investigated in Experiment 2.

Other findings supported the hypothesis that 
highlighting personal biases influences personal 
bias outcomes: Receiving IAT feedback indicat-
ing racial bias and an explanation of  implicit bias 
(vs. control condition) heightened recognition of  
personal biases, replicating Vitriol and Moskowitz 
(2021). This strategy also created more negative 
self-directed affect relative to the control condi-
tion, which aligns with past research showing that 
people experience disappointment with them-
selves and guilt when biases that conflict with 
their personal standards are made salient (e.g., 
Amodio et  al., 2007; Monteith et  al., 2002). 
Surprisingly, participants in the IAT condition did 
not report greater motivation to combat personal 
bias compared to the control condition. In addi-
tion, we found no evidence of  a crossover effect 
with the personal bias strategy: Undergoing the 
IAT procedure (vs. control) was unrelated to all 
systemic bias outcomes. Perhaps strategies to 
reduce personal bias do not have implications for 
addressing bias beyond the self. However, given 
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some researchers’ argument about the limitations 
of  the IAT for raising racial consciousness (Hahn 
et al., 2014; Howell et al., 2017), perhaps our pro-
cedure was inadequate. In Experiment 2, we used 
an alternative procedure to highlight personal 
racial biases.

Experiment 2
One goal of  Experiment 2 was to assess replica-
bility. We again predicted that reading about dis-
crimination experiences across institutional 
contexts would cause greater recognition of  and 
motivation to combat systemic bias relative to the 
control condition. As for crossover effects to per-
sonal bias outcomes, we again expected exposure 
to discrimination experiences to heighten motiva-
tion to combat personal biases. However, given 
the results of  Experiment 1, we did not predict 
an influence of  reading about discrimination 
experiences on recognition of  personal bias. 
Note that we dropped the BLM measure given 
that it was not sensitive to the strategy manipula-
tion in Experiment 1, and – although not a main 
focus – we added two measures with potentially 
greater relation to behavior.

We used a different strategy than the IAT for 
examining the consequences of  highlighting per-
sonal biases, which entailed making participants’ 
propensity for stereotypic inferences salient. We 
predicted that this strategy would cause greater 
recognition of  and motivation to combat per-
sonal biases compared to the control condition. 
However, because Experiment 1 showed no 
effects of  the personal bias strategy (vs. control) 
on systemic outcomes, we became skeptical that 
highlighting personal bias can foster reflection 
on systemic bias, and we did not predict these 
effects in Experiment 2.

A second goal was to test the role of  affective 
reactions to the different strategies. We consid-
ered a possible role for empathy (including paral-
lel empathy, such as anger, and reactive empathy, 
such as compassion; Finlay & Stephan, 2000). 
Prior research has shown that learning about gen-
der-based discrimination experiences activated 
empathy and increased awareness of  women’s 
experiences with gender bias and reduced sexist 

attitudes (Moss-Racusin et al., 2018). A sizeable 
body of  research has also shown that reading 
about a single marginalized group member’s 
experience with discrimination causes a reduction 
in prejudiced attitudes toward the group and 
other favorable interpersonal outcomes, with 
empathy playing a mediating role (see Todd & 
Galinsky, 2014, for a review). Our research differs 
from past work in that we examined how expo-
sure to multiple discrimination experiences across 
institutional contexts influences recognition of  
and motivation to combat one’s own bias and sys-
temic bias. However, we expected empathy to 
play a key role in our research as well. Specifically, 
we hypothesized that (a) reading about various 
discrimination experiences creates greater empa-
thy relative to the control condition, and (b) 
empathy would be a statistical mediator of  
observed direct effects of  discrimination experi-
ences on personal and systemic outcomes.

In contrast, we expected an experience that 
highlighted people’s personal bias to activate nega-
tive self-directed affect, as in Experiment 1 and 
past research. Furthermore, we expected negative 
self-directed affect to statistically mediate any 
direct effects of  the personal bias strategy on per-
sonal bias measures (Monteith, 1993; Monteith 
et al., 2002).

Method
Design and participants.  Data were collected in 
March 2022 from 519 non-Black US citizens 
(each paid $2.00) from Amazon Mechanical 
Turk. After preregistered exclusions (four par-
ticipants did not provide post-session consent; 
three self-identified as Black; nine failed atten-
tion or comprehension checks; 18 disbelieved 
the cover story), 485 participants remained 
(Mage = 43.48, SDage = 13.54; 291 women, 184 
men, seven nonbinary, three specified another 
gender identity; 396 White, 44 Asian or Asian 
American, 28 Hispanic or Latino/a, three Native 
American, two Middle Eastern non-Arab, 10 
specified more than one of these races, two miss-
ing). A sensitivity analysis indicated that our sam-
ple size provided 80% power to detect an effect 
size of f = 0.14 with α = .05.
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Procedure.  The procedure replicated Experiment 
1 except we used a racial stereotypic inference 
task (SIT) instead of  the IAT to highlight peo-
ple’s personal proneness to racial bias (e.g., Burns 
et  al., 2017; Czopp et  al., 2006). On each trial, 
participants viewed a picture of  a person accom-
panied by a short description (e.g., “This person 
is often found with a camera”). Then they typed a 
label fitting the picture and description (e.g., 
“tourist”). The instructions encouraged partici-
pants to generate sensible labels as fast as possi-
ble (although no time limit was imposed). Across 
38 trials presented in randomized order, four 
critical trials were included that could elicit stere-
otypic responses. For instance, a Black man 
paired with the description “This person can be 
found behind bars” could elicit a stereotypic label 
(e.g., criminal, prisoner), although a nonstereo-
typic label (e.g., bartender, guard) was possible. 
As expected, when responses were later coded as 
stereotypic or nonstereotypic, most (95%) par-
ticipants provided at least one stereotypic 
response (M = 2.20, SD = 1.37).2

Participants then read that they would view a 
“randomly selected” subset of  their responses 
alongside “a previous participant’s responses” to 
see how well they compared. Of  ten photo-
description pairs presented, four were critical tri-
als. Participants saw that the ostensible other 
participant provided nonstereotypical labels for 
all critical trials. We reasoned that participants 
would realize their racial bias upon seeing the 
“other participant’s” responses.

Measures.  Measures were identical to Experiment 
1 with the following exceptions: (1) Support for 
Black Lives Matter measure was omitted; (2) 
empathy was assessed by modifying the affect 
measure; and (3) two new measures were included 
at the end of  the study to tap into more behavio-
rally relevant outcomes.

Empathy.  We added items to the affect meas-
ure as needed to assess empathy (Finlay & Ste-
phan, 2000). This measure included items tapping 
into parallel (e.g., anger, irritated) and reactive 
(e.g., concerned, compassion) empathy. Results 

were redundant when the two types of  items 
were analyzed separately, so we averaged all items 
to form an empathy index.3

Jokes evaluations.  Under the guise of  a task for 
a separate study, participants were asked to pilot 
test items by rating the humor of  43 jokes on a 
sliding scale ranging from 0 (labeled “HA!”) to 
100 (labeled “HA!HA!HA!HA!HA!HA!HA!”). 
Three jokes (drawn from Burns et  al., 2017) 
played on stereotypes about Black people.

Willingness to engage in social justice action.  Partici-
pants completed five items assessing their willing-
ness to engage in social justice action on a 1 (not 
at all willing) to 7 (extremely willing) scale (adapted 
from Tropp et  al., 2021). Items included “I am 
willing to attend demonstrations, protests or ral-
lies against racial injustice” and “I am willing to 
attend meetings or workshops on racial issues.”

Results
Descriptive statistics and intercorrelations among 
measures are shown in Table 4. Data were ana-
lyzed as in Experiment 1, except where noted.

Personal and Systemic Bias
Means and standard deviations for personal and 
systemic bias measures as a function of  strategy 
are presented in Table 5.

Personal bias measures.  Contrary to predictions and 
Experiment 1, the strategy main effect was not 
significant when predicting recognition of  per-
sonal bias, p = .957.

The strategy main effect was significant when 
predicting motivation to combat personal bias, 
F(2, 482) = 5.57, p = .004, ηp

2 = .02. Similar to 
Experiment 1 and consistent with the crossover 
hypothesis, motivation to combat personal bias 
was comparable in the SIT and control condi-
tions, p = .993. However, participants in the dis-
crimination experiences condition reported 
greater motivation to combat personal bias than 
participants in the control condition, p = .008, 
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95% CI [0.16, 1.28]. The SIT and discrimination 
experiences conditions also differed significantly, 
p = .015, 95% CI [−1.27, −0.11].

In sum, we did not find evidence that the SIT 
strategy heightened personal bias recognition or 

motivation to combat it. However, a crossover 
effect was observed, such that reading about 
Black people’s experiences with discrimination 
increased participants’ motivation to combat 
their personal bias.

Table 4.  Means, standard deviations, and correlations among measures, Experiment 2.

α M SD 1 2 3 4 5 6 7 8 9

1. �Recognition of 
personal bias

.95 4.34 2.12 -  

2. �Motivation to 
combat personal 
bias

.92 6.08 2.18 .33*** -  

3. �Recognition of 
systemic bias

.93 6.28 2.08 .21*** .64*** -  

4. �Motivation to 
combat systemic 
bias

.93 5.73 2.23 .09* .68***  .75*** -  

5. �Policy support .91 6.39 2.26 .16*** .64*** .87***  .79*** -  
6. Joke evaluations - .58 .49 .14** −.21*** −.23*** −.24*** −.23*** -  
7. �Social justice 

action
.93 5.27 2.47 .09* .60*** .69*** .86*** .74*** −.20*** -  

8. Empathy .89 2.08 1.52 .07 .29*** .24*** .36*** .30***  .00 .35*** -  
9. Negself .96 1.92 1.31 .27*** .22*** .15** .22*** .18*** .10* .22*** .55*** -

Note. All measures completed on 1–9 scales except affect and social justice intentions, which were completed using 1–7 scales. 
Negself = negative self-directed affect.
*p < .05 **p < .01 ***p < .001 (two-tailed)

Table 5.  Means and standard deviations for personal and systemic bias measures as a function of strategy, 
Experiment 2.

Dependent variables Control SIT Discrimination  
experiences

Recognition of personal bias 4.32a
(2.17)

4.38a
(2.06)

4.32a
(2.12)

Motivation to combat personal bias 5.84a
(2.16)

5.87a
(2.23)

6.56b
(2.10)

Recognition of systemic bias 6.05a
(2.02)

6.05a
(2.13)

6.76b
(2.02)

Motivation to combat systemic bias 5.55a
(2.16)

5.50a
(2.22)

6.16b
(2.27)

Policy support 6.21a
(2.25)

6.11a
(2.31)

6.86b
(2.17)

Negative self-directed affect 1.67a
(1.23)

2.00ab
(1.33)

2.12bc
(1.34)

Empathy 2.35a
(1.15)

2.63a
(0.94)

3.68b
(1.35)

Note. For each dependent variable, means not sharing a subscript differ significantly, p < .05, according to Tukey’s HSD tests. 
All measures completed on 1–9 scales. 
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Systemic bias measures.  The main effect for strategy 
was significant when predicting recognition of  
systemic bias, F(2, 482) = 6.16, p = .002, ηp

2 = .03. 
As predicted, participants in the discrimination 
experiences condition recognized systemic bias 
more than participants in the control, p = .006, 
95% CI [0.17, 1.24], and SIT, p = .008, 95% CI 
[0.15, 1.26], conditions. The SIT and control con-
ditions were comparable, p = 1.00.

The main effect for strategy was significant 
when predicting motivation to combat  
systemic bias, F(2,482) = 4.26, p = .015, ηp

2 = .02. 
Replicating Experiment 1, reading about dis-
crimination experiences prompted greater moti-
vation to combat systemic bias, compared to the 
control, p = .036, 95% CI [0.03, 1.18], and SIT, 
p = .026, 95% CI [0.06, 1.25], conditions. The 
SIT and control conditions were comparable, 
p = .975.

Finally, strategy predicted support for policies 
that address racial inequality, F(2, 482) = 5.15, 
p = .006, ηp

2 = .02. As predicted, participants in 
the discrimination experiences condition reported 
significantly greater policy support than partici-
pants in the control, p = .024, 95% CI [0.07, 1.23], 
and SIT, p = .010, 95% CI [0.15, 1.35], conditions. 
The SIT and control conditions were compara-
ble, p = .913.

In sum, the expectation that reading about dis-
crimination experiences would increase recogni-
tion of  and motivation to combat systemic bias 
was fully supported. Also as expected, we found 
no support for the crossover hypothesis, as the 
personal bias strategy had no effects on systemic 
bias outcomes.

Negative Self-directed Affect and Empathy
Negative self-directed affect.  The main effect for 
strategy on negself was significant, F(2, 
482) = 5.36, p = .005, ηp

2 = .02 (see Table 5). Par-
ticipants in the SIT condition reported somewhat 
higher negself than participants in the control 
condition, although the comparison fell short of 
significance, p = .058. Greater negself was 
reported in the discrimination experiences vs. 
control condition, p = .005, 95% CI [0.11, 0.78] 

and the discrimination experiences and SIT con-
ditions were comparable p = .697.

Empathy.  As expected, strategy predicted empa-
thy, F(2, 482) = 58.85, p < .001, ηp

2 = .20. Reading 
about discrimination experiences (M = 3.68, 
SD = 1.35) elicited greater feelings of  empathy, 
relative to control (M = 2.35, SD = 1.15), p < .001, 
95% CI [1.03, 1.63], and SIT (M = 2.63, 
SD = 0.94), p < .001, 95% CI [0.74, 1.37], condi-
tions. The SIT and control conditions were com-
parable, p = .077.

Mediation Models
For measures that showed a direct effect of  strat-
egy, as reported above, we used Hayes’s (2018) 
PROCESS macro (Model 4; 5,000 bootstrapped 
samples) to test whether empathy was a signifi-
cant mediator.4 These measures included motiva-
tion to combat personal bias, recognition of  and 
motivation to combat systemic bias, and policy 
support. Strategy was dummy coded to compare 
(a) the discrimination experiences and control 
conditions and (b) the SIT and control condi-
tions. None of  the indirect effects for the SIT vs. 
control condition comparison were significant. 
However, as shown in Figure 1, for the discrimi-
nation experiences vs. control condition compari-
son, the indirect effect of  empathy was significant 
for each dependent variable. These results sug-
gest that exposure to discrimination experiences 
caused increased empathy, which in turn was 
associated with greater motivation to combat per-
sonal bias, recognition of  and motivation to com-
bat systemic bias, and support for policies to 
address systemic bias.

Joke evaluations.  The distribution for joke evalua-
tions was severely skewed, with 41.8% of  partici-
pants giving each racial joke the lowest possible 
rating of  zero. Given this distribution, we devi-
ated from our preregistered analysis plan by 
dichotomizing racial joke evaluations into 0 (for 
joke score = 0) versus 1 (for joke score > 0) and 
predicting it using logistic regression. We entered 
the average of  ratings for non-racial jokes as a 
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covariate, and two dummy codes as a set to cap-
ture strategy condition. The effect of  strategy 
was not significant, p = .336.

Willingness to engage in social justice actions.  Strategy 
did not predict willingness to engage in social jus-
tice actions, p = .140. Although participants 
reported greater willingness to engage in social 
justice actions in the discrimination experiences 
condition (M = 5.53, SD = 2.56) relative to the 
control (M = 5.31, SD = 2.37), and SIT (M = 4.98, 
SD = 2.46), conditions, no condition differences 
were significant, ps ⩾ .120.

Discussion
Experiment 2 provided evidence consistent with 
Experiment 1 and our predictions, showing that 
exposure to multiple discrimination experiences 
across institutional contexts influenced systemic 
bias outcomes: Recognition of  and motivation 
to combat systemic bias and support for policies 
to reduce systemic bias increased after reading 
about discrimination experiences (vs. control 
condition). Supporting the “crossover” hypoth-
esis, learning about discrimination experiences 
increased participants’ motivation to combat 

Figure 1.  Indirect effects for empathy, Experiment 2.

Note. Path values are standardized coefficients. *p < .05 **p < .01 ***p < .001
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their personal biases. Furthermore, these effects 
were all statistically mediated by parallel and 
reactive empathy experienced for targets of  dis-
crimination. These findings suggest that expo-
sure to discrimination experiences influences 
both personal and systemic bias outcomes and 
are consistent with empathy being a critical 
mediator in both cases.

However, the strategy in Experiment 2 that 
we intended to highlight personal proneness to 
racial bias had little effect. It created somewhat 
greater negative self-directed affect compared to 
the control condition, but this effect was weak. 
Furthermore, it did not influence personal bias 
outcomes, let alone systemic bias outcomes. The 
stereotypic inference task that we used has elic-
ited negative self-directed affect and triggered 
self-regulatory processes and personal bias 
reduction in past research (e.g., Chaney & 
Sanchez, 2018; Czopp et  al., 2006; Hildebrand 
et al., 2024); however, in past research, another 
person confronted participants about their racial 
bias, whereas our procedure left participants to 
conclude their responses were racially biased in 
comparison to race-neutral responses that 
another participant had supposedly provided.

Null results were observed for the racial jokes 
measure, likely due to floor effects. We are uncer-
tain why the strategy manipulation did not influ-
ence the social justice action measure. One 
possibility is that the perceived effort required for 
taking actions (e.g., attending a rally) was a pri-
mary determinant of  ratings, and the strategy 
manipulation was not potent enough to exert an 
influence beyond this. When it comes to influ-
encing actual action, more potent experiences 
may be needed than found in our experiment.

Integrative Data Analysis
We combined data from Experiment 1 and 2 and 
treated experiment as a factor in integrative data 
analyses (Curran & Hussong, 2009) to test the 
effects of  the strategy manipulation on the per-
sonal and systemic bias outcomes. The main 
effect for experiment was significant for all meas-
ures, Fs ranging from 9.74 to 83.94, ps ⩽ .002 and 

ηp
2 ranging from .010 to .082, such that partici-

pants consistently reported stronger agreement 
in Experiment 1 than 2. This is consistent with 
our speculation that strategy effects in Experiment 
1 may have been difficult to detect given overall 
high levels of  agreement.

More importantly, the integrative analyses 
revealed small but reliable strategy effects for all 
but the recognition of  personal bias measure, 
p = .187: The main effect for strategy was signifi-
cant for motivation to combat personal bias, F(2, 
945) = 8.38, p < .001, ηp

2 = .02; for recognition of  
systemic bias, F(2, 945) = 7.67, p < .001, ηp

2 = .02; 
for motivation to combat systemic bias, F(2, 
945) = 8.56, p < .001, ηp

2 = .02, and for support 
for policies addressing systemic bias, F(2, 
945) = 8.35, p < .001, ηp

2 = .02. As shown in Table 
6, compared to the control condition, partici-
pants who read about discrimination experiences 
reported significantly greater motivation to com-
bat personal bias, p < .001, 95% CI [−.90, −.21], 
recognition of  systemic bias, p < .001, 95% CI 
[−.83, −.16], motivation to combat systemic bias, 
p < .001, 95% CI [−.89, −.18], and policy sup-
port, p < .001, 95% CI [−.88, −.16].

General Discussion
Progress toward racial equality requires that bias 
be reduced both within individual people (i.e., 
personal prejudice) and systemically, yet social 
psychological research has historically focused 
more on personal prejudice. Furthermore, 
researchers tend to assess whether strategies for 
addressing bias influence either personal or sys-
temic bias outcomes, rather than both. The cur-
rent research investigated whether single 
strategies increase recognition of  and motivation 
to combat both personal and systemic racial bias 
among non-Black people. The findings suggest 
that learning about multiple Black people’s expe-
riences with racial discrimination across institu-
tional contexts fostered recognition of  and 
motivation to combat systemic bias and simulta-
neously increased people’s motivation to reduce 
their personal prejudice. In contrast, procedures 
for learning about one’s personal racial bias had 
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more limited consequences, influencing only 
some personal bias outcomes and no systemic 
bias outcomes.

Our research is consistent with past findings 
that learning about disadvantaged group mem-
bers’ experiences with discrimination increases 
recognition of  bias and decreases personal preju-
diced feelings and beliefs (e.g., Carter & Murphy, 
2017; Moss-Racusin et al., 2018; Todd & Galinsky, 
2014). However, the current research extends 
prior research in several ways. First, consistent 
with recent calls to investigate systemic as well as 
personal bias (e.g., Richeson & Sommers, 2016; 
Skinner-Dorkenoo et  al., 2023), we investigated 
both types of  bias. Second, our finding that learn-
ing about discrimination experiences increased 
motivation to reduce one’s personal bias consti-
tutes a novel contribution to the self-regulation 
of  prejudice literature. Whereas past research has 
used strategies to highlight people’s own propen-
sity for bias to influence personal bias outcomes 
(e.g., Burns et  al., 2017; Cox & Devine, 2019; 
Monteith & Voils, 1998), we found that learning 
about discrimination perpetuated by other people 
can foster motivation to reduce one’s own bias. 
Thus, other strategies beyond highlighting peo-
ple’s prejudice-related discrepancies may be use-
ful for motivating people to reduce personal 
biases.

Third, empathy explained the positive effect 
of  learning about discrimination experiences on 
people’s motivation to combat personal bias, as 
well as on systemic bias outcomes. Previous 
research found that empathy explains advantaged 
group members’ positive attitudes toward disad-
vantaged groups (e.g., Dovidio et al., 2004; Vescio 
et  al., 2003). Adding to this positive effect of  
empathy on reducing prejudiced attitudes, our 
findings demonstrate its role in fostering motiva-
tion to combat more subtle and often uninten-
tional biased responses.

Notably, learning about discrimination experi-
ences did not influence recognition of  personal 
bias. Given people’s strong motivation to main-
tain a nonprejudiced self-image (Bobo, 2001; 
Dovidio & Gaertner, 2000; Howell et  al., 2015; 
O’Brien et al., 2010), perhaps only strategies that 
provide concrete evidence of  the nature and neg-
ative influence of  one’s own biases will influence 
recognition of  personal bias. Consistent with this 
reasoning, we found that racial bias feedback on 
the IAT elicited negative self-directed affect and 
recognition of  personal bias in Experiment 1. 
The stereotypical inference task elicited negative 
self-directed affect in Experiment 2 but, unex-
pectedly, not personal bias recognition.

We were surprised to find that neither of  the 
strategies for raising participants’ awareness of  

Table 6.  Means and standard deviations across Experiments 1 and 2 for personal and systemic bias measures 
as a function of strategy (integrative data analyses).

Dependent variables Control Strategy IAT Discrimination 
experiences

Recognition of personal bias 4.39a
(1.93)

4.67a
(1.84)

4.53a
(1.94)

Motivation to combat personal bias 6.43a
(1.99)

6.45a
(2.03)

6.99b
(1.79)

Recognition of systemic bias 6.43a
(1.86)

6.41a
(1.89)

6.93b
(1.79)

Motivation to combat systemic bias 6.00a
(1.96)

5.95a
(1.97)

6.53b
(1.94)

Policy support 6.52a
(2.00)

6.45a
(2.03)

7.04b
(1.85)

Note. For each dependent variable, means not sharing a subscript differ significantly, p < .05, according to 
Tukey’s HSD tests. All measures completed on 1–9 scales. 
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their personal biases influenced their motivation 
to combat their personal biases. These results 
conflict with past research showing that self-reg-
ulatory and bias reduction processes are triggered 
when people become aware of  personal biases 
that conflict with their personal standards for 
non-biased responding (Amodio et al., 2007; Cox 
& Devine, 2019; Monteith, 1993; Monteith et al., 
2002). We suspect that our procedures for raising 
participants’ awareness of  their largely uninten-
tional personal biases were not as convincing or 
potent as paradigms used previously.

Use of  more potent procedures for highlight-
ing personal bias is also critical for a firmer 
understanding of  whether recognition of  and 
motivation to combat systemic bias can be 
increased by highlighting personal bias. The cur-
rent research provided no support for this possi-
bility; however, replication with more potent 
procedures is important.

Future Directions
Although our results contribute to understanding 
how people may be encouraged to recognize and to 
be motivated to combat personal and systemic bias, 
we assessed these outcomes immediately following 
exposure to our experimental manipulations. 
Future research should examine whether effects 
last across time, as well as whether self-reported 
findings translate into behavioral outcomes.

Future research is also needed to understand 
the necessary and sufficient conditions under 
which discrimination experiences influence per-
sonal and systemic bias outcomes. For instance, 
we presented participants with five discrimination 
experiences across different institutional domains 
(e.g., healthcare and policing). Future research 
should determine how many and what domains 
are essential for this strategy’s effectiveness.

Also, while we took care to ensure partici-
pants’ attention as they read the discrimination 
scenarios, reading may be minimally engaging. In 
contrast, virtual reality (VR) environments are 
highly immersive (Cummings & Bailenson, 2016) 
and produce race-related responses that mirror 
real-life experiences (Taylor et  al., 2020). 

Discrimination experience exposure through VR 
may have stronger and longer-lasting influence 
on systemic and personal bias outcomes. 
Importantly, sharing discrimination experiences 
is costly and can be painful for disadvantaged 
group members (Pietri et al., 2019), and we cau-
tion against putting the burden of  possible bias 
reduction on the shoulders of  people who are 
asked to share their experiences. However, people 
can learn about discrimination experiences 
through other means, and the use of  VR presents 
a promising avenue.

Future research might also examine the effects 
of  strategies that target personal biases that are 
more explicit in nature to determine whether 
such strategies influence not only personal but 
also systemic bias outcomes (i.e., have crossover 
effects). Because people are held more accounta-
ble for explicit than implicit biases (Daumeyer 
et al., 2019; Simon et al., 2019), perhaps a strategy 
that effectively increases recognition of  and moti-
vation to combat explicit personal bias would also 
encourage recognition and motivation to combat 
systemic bias.

Finally, the majority of  participants in our 
samples were White, but we also included non-
Black racial minorities. Inclusion of  non-Black 
racial minority participants did not systematically 
alter the findings (see SOM). However, perhaps 
with a larger sample of  non-Black racial minority 
participants and methods to highlight similarities 
across different marginalized group members’ 
discrimination experiences, exposure to Black 
people’s experiences with discrimination would 
evoke solidarity (Cortland et  al., 2017; Craig & 
Richeson, 2012). If  solidarity were experienced 
among non-Black racial minority participants, 
exposure to Black people’s discrimination experi-
ences may have a greater impact on recognition 
and motivation to combat bias among these par-
ticipants than among White participants.

Conclusion
We took a novel approach by investigating the 
effects of  individual strategies for addressing bias 
on people’s recognition and motivation to combat 
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bias both within themselves and in policies, prac-
tices, and institutions in society. Learning about 
Black people’s experiences with discrimination 
across institutional contexts, in contrast to a strat-
egy that highlighted one’s personal proneness to 
racial bias, elicited empathy, which in turn was 
associated with personal as well as systemic bias 
outcomes. Whereas diversity training often 
attempts to raise people’s awareness of  their own 
privilege and vulnerability to biases (Pendry et al., 
2007), our findings highlight that an other-focused 
approach highlighting discrimination experiences 
across institutional contexts may be valuable. We 
hope the current research will spur further inves-
tigations of  the discrimination experiences strat-
egy and other strategies that influence not only 
personal but also systemic bias outcomes.
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Notes
1.	 As preregistrated for Experiments 1 and 2, 

we assessed Internal Motivation to Respond 
Without Prejudice (IMS; Plant & Devine, 1998), 
to test whether it interacted with strategy. IMS 
was a moderator for exploratory measures only, 
resulting in attenuated but still significant effects 
among lower IMS participants (see SOM). Given 

IMS’s minimal influence, we deviate from the pre-
registration to present strategy condition effects 
only in the main text.

2.	 Excluding participants who provided no stereo-
typic responses did not change results.

3.	 After making their ratings, participants described 
toward whom their anger and irritation, and com-
passion and concern, were directed, if  they were 
experiencing such emotions. Coding confirmed 
that participants in the discrimination experiences 
condition were angry and irritated at perpetrators 
of  discrimination and felt compassion and con-
cern for targets of  discrimination. See SOM for 
details.

4.	 We initially included negself  as a simultaneous 
mediator per our preregistration, but no signifi-
cant effects emerged, and we trimmed it from 
subsequent analyses.
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